
Final Project: Numerical Analysis Fall 2024

Wewill be doing a final project instead of a final exam. The goal of this project is to gain a
better understanding of the conceptswe learned in this class and to practice communicating
about math. You can work individually or with a partner. If you work with a partner, your
final result should bemore comprehensive than if you’reworking alone.

There are threemain components thatwill be evaluated:

(i) project proposal (10%)

(ii) written final report (50%)

(iii) project presentation / reviewof your peers’ projects (40%)

There are several possibilities for the contents of the project. You should pick one of the fol-
lowing:

• Pick a standard topic in numerical analysis that we did not cover in much detail. Find
one or more textbooks, notes, or other resources which cover this topic, and do a self-
guided study of the topic.

• Find a paper on a research topic in numerical analysis. Read (part of) the paper and try
to implement some of the ideas from the paper.

• Something else you are interested in! But please talk to me individually prior to sub-
mitting theprojectproposal if youwould like todosomethingbesideswhat is suggested
above.

Overall, the project is expected to take the time of several homeworks as it carries 15% of the
final grade.

The last several homeworkswill be a bit lighter than the ones at the start of the class to pro-
vide you time to work on the project. It’s my hope that you use this time to work on the
projects, but ultimately you are responsible for properly allocating your time. If you would
like help with being held accountable for making progress, feel free to include that in your
proposal. I’m happy to regularlymeet/check-inwith you about your progress.
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Proposal (due Nov 22)

The first part of the final project is a project proposal, and each group should turn in a single
proposalwith all all members tagged.

Youmust first sign up for a topic on the following spreadsheet: https://docs.google.com/
spreadsheets/d/13pl2Q_2lJ_z8wGQPhW57MDVPrUKEeI_4-XLEwuUpXNs/edit?usp=sharing.
Each topic can be done by at most two groups. If you are interested in a topic not yet listed,
please email me.

The proposal serves several purposes. First, it forces you to start thinking about the project
earlier than the last minute. Second, it gives me a chance tomake sure your project is on the
right track to satisfy the requirements. Finally, itwill giveyou an outline to provide structure
for the rest of the project.

Since the exact format for theproject isveryflexible, theprojectproposals areveryimportant
inmaking sure that your proposed projectwill be sufficient. Submit to Gradescope 1-2 pages
outlining your plan for the project. Make sure to answer all of the following:

• Who is in your group?

• What is the specific topic /whatwill you do foryour project? Try to be specific as possi-
ble. It’s not expected that youwill know everything (because oftenwhat you do is con-
ditional on what happens while you are working on the project), but the more details
you can provide, the easier it will be for me to give you feedback on if your project is
sufficient.

• Describe what you will put in the final report. Again, try to be as detailed as possible.
Minimum suggested requirements are listed below to use as a starting point. However,
your proposal should contain amore detailed outline of your plan.
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Presentations (December 9, 3:30-4:45pm)

Each groupwill prepare a poster on their project. The poster in not meant to be the same as
the final report. Rather, the goal of your poster is to help you to explainwhat you did for your
project to your classmates. It should not be awall of textwhich is very hard to read.

Try to think about how to simplify complexmathematical ideas into somethingwhich is un-
derstandable to peoplewith less background in the area. Remember, you’ve spentmore time
thinking about your project than anyone else has, so some thingswhich youmight think are
“obvious” may actually be something peoplemight have questions about.

Posters should be modeled after “research posters”. NYU has some general guidelines here:
https://guides.nyu.edu/posters.

Minimum requirements:

• descriptive title

• names of groupmembers

• clear description of the problemyouwere trying to solve oryour goalswith the project,
explanation of yourmethods/techniques, and summary of your results

• at least 18x24in

Blank poster boards are available for several dollars atmost convenience stores or art shops.
You can then print text onto standard letter paper and attach it to the board or handwrite the
text. You should include figures as appropriate (often figures help convey informationmuch
better than equations).

You’re not expected to have your poster printed by a poster shop, as this can be fairly expen-
sive.

On the dayof presentations, youwill alternate between standingwithyour poster to present
it andgoing toseeothergroups’posters. Youwillwriteabrief reviewonseveralof theprojects
whichyouvisited, and a form to assistwith thiswill be provided toyou on the dayof the pre-
sentations.
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Written report (due Dec 18)

Each groupwill produce awritten report summarizingwhatyoudid duringyour project. The
exact requirements for the report are flexible since there are many possible projects. Thus,
you should lay out a precise plan for what you will put in the written report in your project
proposal.

I have listed someminimumexpectationswhichyou can use as a starting point for your pro-
posal. However, your proposal should contain a detailed description of your plan for the
project so I can determinewhether it is sufficient.

• Format: The report should be typed and submitted as a PDF. LaTeX is the standard for
mostmathematical documents, but other tools likeGoogleDocs orMicrosoftWord are
totally fine. Regardless of what you use, you should format mathematical equations
properly. For instance, typing x ^ 2 + 3 x is not acceptable as itmakes reading the equa-
tion much harder (especially when the equation becomes complicated). Instead you
should format it as 𝑥2 + 3𝑥 using the tool for typesetting equations.
Figures should be clearly labeled and explained (i.e. it should not be difficult to figure
outwhat the figure is trying to show).

• Organization:

The report should be logically organized. I’m not going to specific exactly what sec-
tions you need since different thing will make sense for different projects. All of the
reports shouldprovide an introductionwhich introduceswhatyourproject topic is and
an overviewof what you did.

Concepts not covered in the class or prerequisite classes should be explained at a level
which could be understood by others in the class.

It’s fine to include descriptions of what you tried that didn’t work out as well as you
hoped, concepts that youwould like to understand more deeply, etc. This type of con-
tent typically isn’t included in academic research papers, but I feel it is very reasonable
to include in a class report.

You should also include a works cited/references section and include appropriate ref-
erences to resources you used.

• Code: All code you used should be included as searchable text in an appendix (i.e. I
should be able to copypaste it and run it). As appropriate, code should also be included
inline in the report. For instance, if you are discussing a particular algorithm and it’s
implementation, then having the implementation present in the reportmakes it easier
to understand

• Length: There is no strict guideline for the length because different projects differ in
the deliverable. However, there should be no doubt that you put in a sufficient effort.
Since the project is worth 20% of the grade, sufficient roughly translates to several
homeworks/quizzesworth of effort. If it looks like you just threw something together
at the last minute then youwill not receive a good grade.
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– If you choose to study a “textbook” topic, I expect a roughly 8 page summary of
what you learned; i.e. explaining the topic and how it fits intowhatwe learned in
the class in your ownwords. Some of this may be your solutions to the textbook
problems, implementations of algorithms, numerical experiments, etc. Youmust
demonstrate that you have understood the topic well; i.e. you can’t just rephrase
the sources you’re usingwithout understanding them.

– If you read a research paper, I expect a 4-8 page summaryof the topic. The length
depends on whether the paper is mostly theoretical, or whether you are able to
implement the ideas yourself (e.g. code them up). You should clearly explain the
context for the paper (why the paper is important), what problem the paper aims
to solve, andwhat the techniques in the paper are.
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Project Topics

Below I’ve put some potential topics with brief descriptions. Note that these are topics, not
projects. You must decide on a project yourself and write the proposal based on what you
want to do. This will require a bit of preliminary research to see if you have the background
for a topic andwhether there are good resources. If you are unsurewhether a project is suit-
able, feel free to reach out tome to discuss.

If you’re having a hard time accessing listed textbooks, you can also email me.

More on QR factorization

What: We saw the Gram–Schmidt and Modified Gram–Schmidt algorithms for computing
a QR factorization. Another standard algorithm is the Householder QR algorithm. This one
is evenmore stable thanMGS!

Background: Basic linear algebra

Resources:Most textbooks including Numerical Linear Algebra byTrefethen and Bau.

More topics: There is some ongoing research about parallel and communication avoiding
variants of QR algorithmswhich are suitable for use on supercomputers.

Randomized Numerical Linear Algebra (RandNLA)

Randomized algorithms are increasingly common in all areas of computing. Typically, ran-
domized algorithm are often faster than their deterministic counterparts, but pay for this
with a small change of complete failure.

In numerical linear algebra, the use of randomness is increasingly important. This survey
provides a good starting point: Randomized Numerical Linear Algebra: Foundations & Al-
gorithms byMartinsson andTropp.

Background: probability (randomvariables, expectation, variance, concentration inequali-
ties). Some familiaritywith gradient descent is also useful.

Randomized SVD

What: Computing a rank-𝑘 truncated SVD of a 𝑚 × 𝑛 matrix usually takes time 𝑂(𝑚𝑛𝑘).
Sketching is a powerful technique in randomized numerical linear algebra which allows us
to efficiently learn the important singular components of 𝐀 in time𝑂(𝑚𝑛 log(𝑘) + (𝑚 + 𝑛)𝑘2).

Background: probability (randomvariables, expectation, variance, concentration inequali-
ties).
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Resources: ThesurveyFindingstructurewithrandomness: Probabilisticalgorithmsforcon-
structing approximate matrix decompositions by Halko Martinsson and Tropp is probably
the most famous paper on RandNLA. It’s quite long, but there are a number of very accessi-
ble sectionswhich describe the basic algorithms and provide intuition for how theywork.

This new paper Randomized algorithms for low-rank matrix approximation: Design, anal-
ysis, and applications byTropp andWebber provides a unified analysis of a number of algo-
rithms for low-rank approximation.

Sketching for least squares problems

What: We have seen several algorithms for solving min𝐱 ‖𝐀𝐱 − 𝐛‖2
2 when 𝐀 is 𝑚 × 𝑛. If 𝑛 ≤

𝑚 and the system is consistent, then there are at most 𝑛 important equations (the rest are
dependent). Instead, we can solve a sketched systemmin𝐱 ‖𝐒𝐀𝐱 − 𝐒𝐛‖2

2where 𝐒 is a random
matrix.

Background: probability (randomvariables, expectation, variance, concentration inequali-
ties).

Resources: Chapter 10 of the surveyRandomized Numerical Linear Algebra byMartinsson
andTropp provides a staring point.

Stochastic Trace estimation

What: A number of applications require computing tr(𝐀), for some 𝑛 × 𝑛 matrix 𝐀. If we
have 𝐀 in hand, this is easy: just read off the diagonal in 𝑂(𝑛) time. However, we often can
only access𝐀viamatrix-vector products; that is,we pass a vector 𝐯 into some black-box, and
get out a vector 𝐀𝐯. One can use such a model to compute the trace exactly using 𝑛 matrix-
vector products (think about how), but randomness can let us get an approximation to the
trace using far fewermatrix-vector products.

Background: probability (randomvariables, expectation, variance, concentration inequali-
ties).

Resources: TheMartinssonTropp survey listed above has a chapter on trace estimation. The
paperHutch++: OptimalStochasticTraceEstimationhas twoTandonauthorsand isprobably
themostwell-known paper on trace estimation recently. This relies heavily on sketching, so
at least some background on that topic is needed.

More on Gaussian Elimination

What: We discussed partial pivoting, but there is an even more stable scheme called com-
plete pivoting. There are also more intermediate schemes like rook pivoting. Some of these
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schemes have probably small growth factors, although there are some big conjectures about
what growth factors are actually possible.

Some papers:

• Some NewResults on theMaximumGrowth Factor in Gaussian Elimination: This pa-
per talksabout the famousconjecturedgrowthrate, somenumerical experiments show-
ing the conjecture is false, and some newbounds.

More topics: There is still some research on this topic, including incomplete LU/Cholsesky
factorizations (and the use of randomized pivoting schemes).

Krylov subspace methods

What: Krylov subspace methods are a powerful class of algorithms for solving linear sys-
tems of equations and eigenvalue problems as well as things like computing matrix func-
tions. Theywork by building the subspace

span{𝐛, 𝐀𝐛, … , 𝐀𝑘−1𝐛},

which can be done accessing𝐀 only throughmatrix-vector products.

For solving large sparse linear systems, algorithms like conjugate gradient (CG), MINRES,
and GMRES are among the most widely used algorithms in practice. These are standard al-
gorithms covered in a grad course on numerical analysis.

Krylov subspace methods are also commonly used for finding eigenvalues and eigenvectors
of matrices. We’ve already seen one example: the powermethod, but nobodyuses the power
method inpractice. However, other related algorithms such as the Lanczosmethod andvari-
ants such as implicitly restarted Lanczos are used in practice.

Background: Basic linear algebra, understanding of induction

Resources: ThebookKrylovSubspaceMethodsbyLiesenandStrakos is agreat introduction.
In addition, the recent survey 70 years of Krylov subspace methods: The journey continues
provides a nice overviewof some active research topics.

More topics: First order optimization methods for least-squares problems (gradient and
accelerated gradient descent) are equivalent to least squares problems when solving least
squares problems or positive definite linear systems. The series of block posts On the Link
Between Polynomials and Optimization discuss this connection.

More on approximation

There aremany topics in approximation thatwewon’t cover inmuch detail. A great starting
point is Approximation Theory and Approximation Practice byTrefethen.
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Orthogonal polynomials

What: We saw a little about Chebyshev polynomials. Orthogonal polynomials have many
amazing properties. Reasonable topics to cover include symmetric three-term recurrence,
properties of Jacobi matrices, etc.

Background: basic linear algebra

Resources: OrthogonalPolynomialsbyGautchi,MatricesMomentsandQuadraturebyGolub
andMeurant

Remez’s algorithm

What: Remez’s algorithm is a method to find the best polynomial approximation to a func-
tion. Implement it and understanding it’s convergence guarantees.

Resources: Wikipedia, Barycentric-Remez algorithms for best polynomial approximation
in the chebfun system

Splines

What: Splines are piecewise approximations to some function. These can be used to approx-
imate integrals, and derivatives too.

Rational functions

What: We focus mostly on polynomial approximation theory. There is a lot of theory on
approximationwith rationals.

Other topics in approximation

• Impossibilityof FastStableApproximationof AnalyticFunctions fromEquispacedSam-
ples: This paper shows there is an inherent tradeoff between complexity and stability
for any approximation algorithmwhich uses equally spaced nodes.

Strassen’s method and fast matrix multiplication

What: The standard algorithm formultiplying two 𝑛 × 𝑛matrices requires𝑂(𝑛3) operations.
In 1969anewalgorithmwhich runs in time𝑂(𝑛2.8074)was introducedbyStrassen. Since then,
a number of improvements to the exponent have been made. Many people believe it is pos-
sible to do this problem in time𝑂(𝑛2+𝜖) for any 𝜖 > 0.

9

https://global.oup.com/academic/product/orthogonal-polynomials-9780198506720
https://press.princeton.edu/books/hardcover/9780691143415/matrices-moments-and-quadrature-with-applications
https://en.wikipedia.org/wiki/Remez_algorithm
https://www.chebfun.org/publications/remez.pdf
https://www.chebfun.org/publications/remez.pdf
https://people.maths.ox.ac.uk/trefethen/publication/PDF/2011_136.pdf
https://people.maths.ox.ac.uk/trefethen/publication/PDF/2011_136.pdf


Background: Familiaritywith recursive algorithms

Resources:Wikipedia
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