
Homework 4 Numerical Analysis Fall 2024

Instructions:

• Due 10/21 at 6:00pm onGradescope.

• Youmust follow the submission policy in the syllabus

Problem 1. In the last homework, we considered the following problem/task: You

are given function ℎ ∶ [−1, 1] → ℝ andmust return ∫1
−1 ℎ(𝑠)d𝑠; i.e.

𝑃(ℎ) = ∫
1

−1
ℎ(𝑠)d𝑠.

Consider the following algorithm for this task:

𝐴(ℎ) =
100

∑
𝑖=0

1
50ℎ(𝑥𝑖), 𝑥𝑖 = −1 + 𝑖/50.

(a) For each of the following inputs, compute the algorithm’s output and compare

it to the true solution 𝑓(𝑥).

input 𝑥 solution 𝑓(𝑥)

ℎ(𝑠) = 1 2

ℎ(𝑠) = 𝑠2 2/3

ℎ(𝑠) = sin(𝑠) 0

(b) Find an input forwhich the algorithm’s output is very far from the true output.

Explainwhy this is the case.

(c) Argue that the algorithm is not backwards stable. Justifyyour response.

(d) How could we restrict the input space to this algorithm to make it backwards

stable?

Problem 2. For each 𝑗 = 1, 2, … , 𝑛 − 1, define 𝐋𝑗 ∈ ℝ𝑛×𝑛 by

[𝐋]𝑖,𝑘 =
⎧{{
⎨{{⎩

1 𝑖 = 𝑘
ℓ𝑖,𝑗 𝑘 = 𝑗
0 o.w.

For example:

𝐋1 =

⎡
⎢⎢⎢⎢⎢
⎣

1
ℓ2,1 1
ℓ3,1 1
⋮ ⋱

ℓ𝑛,1 1

⎤
⎥⎥⎥⎥⎥
⎦

, 𝐋2 =

⎡
⎢⎢⎢⎢⎢
⎣

1
1

ℓ3,2 1
⋮ ⋱

ℓ𝑛,2 1

⎤
⎥⎥⎥⎥⎥
⎦

, … 𝐋𝑛−1 =

⎡
⎢⎢⎢⎢⎢
⎣

1
1

⋱
1

ℓ𝑛,𝑛−1 1

⎤
⎥⎥⎥⎥⎥
⎦
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Verify that

(𝐋𝑛−1 ⋯ 𝐋2𝐋1)−1 =

⎡
⎢⎢⎢⎢⎢
⎣

1
−ℓ2,1 1
−ℓ3,1 −ℓ3,2 1

⋮ ⋮ ⋱
−ℓ𝑛,1 −ℓ𝑛,2 ⋯ −ℓ𝑛,𝑛−1 1

⎤
⎥⎥⎥⎥⎥
⎦

.

Hint: It suffices to check a certainproduct of matrices is the identity. Write down this

product, and then compute it.

Problem 3. Suppose

𝐀 =
⎡
⎢⎢⎢
⎣

1 3 2 1
−2 6 3 3
3 3 6 0
1 3 1 1

⎤
⎥⎥⎥
⎦

(a) Perform PLU factorization, using the rowwith the largest leading entry as the

pivot row, to obtain a factorization 𝐋(3)𝐏(3)𝐋(2)𝐏(2)𝐋(1)𝐏(1)𝐀 = 𝐔. Write each of
the 𝐋(𝑖), 𝐏(𝑖), and 𝐔 as you go, along with the current state of the matrix after

applying each factor.

You should compute the factors exactly (i.e. using fractions), but you do not

need to showyouworkwhen evaluating matrix-matrix products. It is recom-

mendedyou usewolfram alpha,Mathematica, sympy, or some other symbolic

math tool to assist you.

(b) Use (a) to find a factorization 𝐏𝐀 = 𝐋𝐔. You must show thework for howyou
obtain the factors (particularly the 𝐋 factor).

(c) Perform regular LU factorization (without pivoting) on 𝐏𝐀. Show the row op-
erationmatrices you use along theway.

(d) Howdo the steps you take in (a) and (c) compare?

Problem 4. Let

𝐐 = ⎡⎢⎢
⎣

| | |
𝐪1 𝐪2 ⋯ 𝐪𝑘
| | |

⎤⎥⎥
⎦

.

(a) Suppose {𝐪1, … , 𝐪𝑘} are orthonormal. What is𝐐T𝐐?
(b) Suppose 𝐱 is in the span of {𝐪1, 𝐪2, … , 𝐪𝑘}. Show that 𝐱 = 𝐐𝐜 for some vector

𝐜 ∈ ℝ𝑘.

(c) Supposeweknow𝐱 = 𝑐1𝐪1+𝑐2𝐪2+⋯+𝑐𝑘𝐪𝑘, butwedonot knowthe coefficients

𝑐1, 𝑐2 … , 𝑐𝑘. Explain howyou can obtain these coefficients from𝐐 and 𝐱.
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The following are worth a small number of bonus points. If you submit them, you

should submit them to the separate gradescope assignment.

Problem5. Inworksheet4,wesawthatapplyingGaussianelimination to thematrix

𝐀 = [10−20 1
1 1] .

without pivoting results in an LU factorization that might have a large error.

Let’s see that that is actually the case on a computer.

(a) Find amatrix𝐋1which introduces a zero in the bottom left corner by subtract-

ing somemultiple of the first row from the second row.

(b) Find the corresponding LU factorization for𝐀.
(c) Form the matrixes𝐀 and 𝐋1 in numpy, andmultiply them to get 𝐔. Form 𝐋 by

using the formula for 𝐋 = 𝐋−1
1 .

Print out𝐀, 𝐋𝐔, and ‖𝐀 − 𝐋𝐔‖F.
(d) Repeat thiswith partial pivoting. I.e. first find a permutationmatrix 𝐏1which

swaps the rows of 𝐀 so that the largest entry in the first column is in the first

row. Multiply this matrix with𝐀. Then find 𝐋1which introduces a zero in the

bottom left corner by subtracting somemultiple of the first row from the sec-

ond row. Obtain𝐔 = 𝐋1(𝐏1𝐀) and 𝐋.
Output the factorization and error.

Problem6. Recall the growth factor forGaussian elimination is themaximumratio

of the largest absolute entry in𝐔 to the largest absolute entry in𝐀.

max𝑖,𝑗 |𝑈𝑖,𝑗|
max𝑖,𝑗 |𝐴𝑖,𝑗|

A bigger growth factor is correlated to a bigger loss of precisionwhen the factoriza-

tion is used to solve systems.

Apply PLU factorization (no pivoting if the rows have the samemagnitude) to

𝐀 =

⎡
⎢⎢⎢⎢⎢
⎣

1 0 0 0 1
−1 1 0 0 1
−1 −1 1 0 1
−1 −1 −1 1 1
−1 −1 −1 −1 1

⎤
⎥⎥⎥⎥⎥
⎦

.
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Wilkinsonshowedthat thegrowthfactor forGaussianelimination is2𝑛−1 in theworst

case. This example shows that the growth factor of partial pivoting on a 𝑛 × 𝑛 ma-
trix can be as large as 2𝑛−1. Other (more expensive) pivoting schemes can guarantee

smaller growth factors. 1

1https://nhigham.com/2020/07/14/what-is-the-growth-factor-for-gaussian-
elimination/
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