
Homework 6 Numerical Analysis Fall 2023

Instructions:

• Due 12/1 at 5:00pm onGradescope.

• Youmust follow the submission policy in the syllabus

• This homework isworth 40 points (less than the usual 50 points)

Problem 1. Spend at least two hoursworking onyour project prior to the 20th. An-

swer the following:

(a) What is the current status of your project?

(b) What are the big tasks you have left to do before your project is done?

(c) What is your plan for completing the project in a timelymanner?

Problem2. Thisproblemwill illustrate that solving thenormal equations is less sta-

ble than other approaches.

(a) For each 𝜅 = 101, 102, 103 … , 108, construct a 500 × 100matrix𝐀whose con-

dition number is 𝜅. A simple way to do this is to generate 𝐔 and 𝐕 as random

orthogonal matrices of size 𝑚 × 𝑛 and 𝑛 × 𝑛 and define 𝚺 as a 𝑛 × 𝑛 diagonal
matrix manually.

The following code gets you started, you just need to modify the line for the

singular values s = ....

m,n = 500,100
U,_ = np.linalg.qr(np.random.randn(m,n))
V,_ = np.linalg.qr(np.random.randn(n,n))
s = #TODO

A = U@np.diag(s)@V.T

Let𝐛be the all onesvector, and compute the “true” solution to the least squares
problemmin𝐱 ‖𝐛 − 𝐀𝐱‖2 by setting 𝐱true = 𝐕𝚺−1𝐔T𝐛. This can be donewith the
following code:

b = np.ones(m)
x_true = V@np.diag(1/s)@U.T@b

Now, compute the least squares solution via:

• numpy’s least squares solver np.linalg.lstsq
• a QR based approachwith numpy’s np.linalg.qr and np.linalg.solve
or sp.linalg.solve_triangular

• Solving the normal equationswith np.linalg.solve
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For each of these three methods and each value of 𝜅, record the relative error
‖𝐱method − 𝐱true‖2/‖𝐱true‖2, where 𝐱method is the solution obtained by the given
method.

(b) Make a log-log plotwith the following five (labeled) curves:

• 𝜅 vs 10−16𝜅
• 𝜅 vs 10−16𝜅2

• 𝜅 vs relative error (for each of the threemethods above)
Comment onwhatyou observe about the plots. In particular, discuss howeach

method depends on 𝜅 and what the relative errors would be if we did every-
thing in exact arithmetic

Problem 3. Suppose𝐀 has eigenvalue decomposition:

𝐀 = 𝐕
⎡
⎢⎢⎢
⎣

−4
−1

2
3

⎤
⎥⎥⎥
⎦

𝐕−1, 𝐕 = ⎡⎢⎢
⎣

| | | |
𝐯1 𝐯2 𝐯3 𝐯4
| | | |

⎤⎥⎥
⎦

where the 𝐯𝑖 are all orthonormal.

Supposewe run inverse powermethodwith shift 𝑐with 𝐱 = 𝐯1 + 𝐯2 + 𝐯3 + 𝐯4; that is,

powermethod on (𝐀 − 𝑐𝐈)−1.

If 𝑐 ∈ (0.5, 2.5), thenwewill converge to 𝐯3, the eigenvector corresponding to eigen-

value 2. The rate of converge is

𝜌 = ∣𝜆2((𝐀 − 𝑐𝐈)−1)
𝜆1((𝐀 − 𝑐𝐈)−1)

∣ ,

where 𝜆1((𝐀 − 𝑐𝐈)−1) and 𝜆2((𝐀 − 𝑐𝐈)−1) are the largest and second largest eigenvalues
of (𝐀 − 𝑐𝐈)−1 inmagnitude respectively.

(a) Plot 𝜌 as a function of 𝑐 for 𝑐 in the range (0.5, 2.5).
(b) Let𝐲𝑘 be theoutput of 𝑘-stepsof thepowermethod, andassume ‖𝐯3−𝐲𝑘‖2 ≤ 𝜌𝑘.

For 𝜖 = 10−1, make a plot showing how large 𝑘 has to be so that ‖𝐯3 − 𝐲𝑘‖2 < 𝜖
for the values of 𝑐 in the range (0.5, 2.5). Add more a new line to this plot for

each 𝜖 = 10−2, 10−5, 10−10 plot. Label all the lines.

Problem 4. For the same matrix as in Problem 3, suppose we run power method

with a starting vector:

𝐱 = 𝐕
⎡
⎢⎢⎢
⎣

0
1
1
1

⎤
⎥⎥⎥
⎦

.
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(a) Find a vector 𝐳 so that𝐀𝑘𝐱 = 𝐕𝐳.
(b) What vector does 𝐳/‖𝐳‖ converge to as 𝑘 → ∞?

(c) What vector does𝐀𝑘𝐱/‖𝐀𝑘𝐱‖ converge to as 𝑘 → ∞?

(d) Whydidweget somethingdifferent thanonworksheet 8,wherepowermethod

converged to amultiple of 𝐯1?
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